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Abstract - Results of cluster analysis usually depend to a large extent on the choice of a clustering method. Clustering with constraint (time or space) is a way of restricting the set of possible solutions to those that make sense in terms of these constraints. Time and space contiguity are so important in ecological theory that their imposition as an a priori model during clustering is reasonable. This paper reviews various methods that have been proposed for clustering with constraint, first in one dimension (space or time), then in two or more dimensions (space). It is shown, using autocorrelated simulated data series, that if patches do exist, constrained clustering always recovers a larger fraction of the information than the unconstrained equivalent. The comparison of autocorrelated to uncorrelated data series also shows that one can tell, from the results of agglomerative constrained clustering, whether the patches delineated by constrained clustering are real. Finally, it is shown how constrained clustering can be extended to domains other than space or time.

INTRODUCTION

Constrained clustering is part of a family of methods whose purpose is to delimit homogeneous regions on a univariate or multivariate surface, by forming blocks of pieces that are also adjacent in space or in time. As an alternative to clustering, this same problem of "regional analysis" can be addressed by ordination methods, as is the case with most other problems of descriptive data analysis. Various methods of "regional analysis" have been reviewed by Warthenberg (manuscript) who divided them into three basic classes: (1) a posteriori testing of nongeographic solutions; (2) clustering or ordering with absolute contiguity constraint; and, (3) geographic scaling of phenetic information.

Clustering with constraint is one way of imposing a model onto the data analysis process, whose end result otherwise would depend greatly on the clustering algorithm used. The model consists of a set of relationships that we wish the clustering results to preserve, in addition to the information contained in the resemblance matrix (or, for some clustering methods, in the raw data: Lefkovitch 1987). These relationships may consist of geographic information, placement along a time series, or may be of other types, as we will see. In any case, imposing a constraint or a set of constraints onto a data-analytic method is a way of restricting the set of possible solutions to those that are meaningful in terms of this additional information.
In this paper, we will first describe various forms of constrained clustering. Then we will examine the questions of whether constrained clustering is necessary to get meaningful results, and how to determine if the patches found by constrained clustering are real. Finally, we will suggest that the concept of constrained clustering can be extended to models other than space or time.

Ecologists are primarily interested in two types of natural constraints: space and time. Ecological sampling programs are usually designed along these physical axes, so that information about the position of ecological samples in space and in time is almost always known. Furthermore, various parts of ecological theory tell us that elements of an ecosystem that are closer in space or in time are more likely to be under the influence of the same generating process (competition theory, predator-prey interactions, succession theory), while other parts of ecological theory tell us that discontinuities between such patches in space or in time are important for the structure (succession, species-environment relations) or for the dynamics of ecosystems (ergocones).

These reasons are so compelling as to legitimize a clustering approach where the clusters will be considered valid only if they are made of contiguous elements. From this point of view, clusters of noncontiguous elements, such as can be obtained from the usual unconstrained clustering algorithms, are seen as an artifact resulting from the artificial aggregation of effects from different but converging generating processes. We will come back to this point later on.

**ONE-DIMENSIONAL CONSTRAINT**

In many ecological problems, the *a priori* information to be taken into account is one-dimensional. This is the case when the sampling takes place through time or along a transect, or else when studying sediment cores (that may represent either space or time series). The methods for dividing such data series into segments, using a constrained approach, go back to W. D. Fisher (1958), an economist, who suggested an algorithm for univariate data based on minimizing the weighted sum of within-group sums of squared distances to the group centroids. The user must also decide how many groups he/she wishes to obtain. Fisher's method was valid in both the constrained and the unconstrained situation. It was later generalized to multivariate data by Ward (1963), who considered only the unconstrained case, and proposed the well-known minimum-variance hierarchical clustering method.
Several other proposals have been reviewed by Wartenberg (manuscript). Among these, let us mention the method of Webster (1973), a soil scientist who needed to partition multivariate sequences corresponding to a space transect or to a core. Moving a window along the series, Webster compared the two halves of the segment covered by the window, either with Student's $t$ or Mahalanobis' $D^2$, and he placed boundaries at points of maximum value of the statistic. While the results obtained depend in part on the window length, Webster's method is interesting in that it looks for points of maximal changes between regions.

The dual approach to this problem is to look for maximal homogeneity within segments. This was the point of view adopted by Hawkins and Merriam who proposed a method for segmenting a univariate (1973) or a multivariate (1974) data series into homogeneous units, using a dynamic programming algorithm. This method was advocated by Ibanez (1984) for the study of successional steps in ecosystems.

Although it represents a methodological improvement over previous ways of studying succession, this method is still problematic. First, the user must determine the number of segments she/he wishes to obtain, using as an indicator the increase in explained variation relative to the increase in the number of segments. A second problem with ecological data is that strings of multiple zeroes, which are very often found in species abundance data series, are likely to cause the formation of segments based on species absences. Actually, the method assumes each group to be drawn from a multivariate normal distribution and it is sensitive to departures from this condition, which is rarely met by ecological data. Finally, as the user increases the number of groups, group breaks that appear at one grouping level may change position at the next level (Legendre et al. 1985: 274).

Using the hierarchical clustering approach, Gordon and Birks (1972, 1974) and Gordon (1973) included the time constraint in a variety of algorithms to study pollen stratigraphy. They used constrained single linkage, constrained average linkage, and a constrained binary division algorithm. Their purpose was to define zones of pollen and spores that are homogeneous within zones and different between zones. They compared their various techniques, which led by and large to the same result. As we will see below, this was probably due to the predominant influence of the constraint on the results.

Legendre et al. (1985) used a very similar approach to study ecological successions through time. The basis of their method, called "chronological clustering", is proportional-link linkage hierarchical clustering with a constraint of time contiguity. This means that only time-adjacent groups are considered contiguous and are assessed for clustering. There is one
important addition to the ideas of Gordon and his co-workers, however: this algorithm is supplemented with a statistical test of cluster fusion whose hypotheses correspond to the ecological model of a succession evolving by steps.

Prior to this analysis, a distance matrix among samples has been computed, using a dissimilarity function appropriate to the problem at hand (ecological succession, or other). Considering two groups (1) that are contiguous and (2) that are proposed for fusion by the clustering algorithm, a one-tailed test is made of the null hypothesis that the "large distances" in the submatrix are distributed at random within and among these two groups. The test is performed by randomization; this test could actually be re-formulated as a special form of the Mantel test (1967). The above-mentioned paper shows the true probability of a type I error to be equal to the nominal significance level of the test. When the null hypothesis is accepted at the given confidence level, the two groups are fused. The computer program also allows for the elimination of aberrant samples that can form singletons and prevent the fusion of their neighboring groups, and it offers complementary tests of the similarity of non-adjacent groups. The end result is a nonhierarchical partition of the samples into a set of internally contiguous groups, the number of which has not been coined by the user.

![Fig. 1. Schematic representation of the chronological clustering of 78 samples of Mediterranean chaetognaths. Cluster numbers are circled. Between-group pairwise relationships are represented by vertical lines. The boxed sample is a singleton. Connectedness = 25%, $\alpha = 0.25$. From Legendre et al. (1985), Figure 4.](image)

I shall illustrate time-constrained clustering with this method. The example consists of a series of 78 samples of Mediterranean zooplankton (chaetognaths) obtained from 1966 to 1968 and analyzed by Legendre et al. (1985). In Figure 1, the series is folded to allow representation of the relationships among clusters; these relationships have been computed by a posteriori testing, using the test of cluster fusion described above. The ecological significance of the group breaks is discussed in the above-mentioned paper.
This data set was also subjected to chronological clustering using several values of connectedness during the proportional-link linkage agglomeration. Without the constraint, low values of connectedness have a space-contracting effect while high values cause an effect equivalent to an expansion of the reference space (Lance and Williams 1967). As shown in Figure 2, the results are quite stable through a range of connectedness values. This illustrates the predominant effect of the constraint during the clustering process, as previously noted by Gordon and Birks (op. cit.). Clustering the same data set by unconstrained proportional-link linkage produced scrambled, uninterpretable results (Legendre et al. 1985).

![Comparison of four connectedness levels](image)

**Fig. 2.** Comparison of four connectedness levels (Co), keeping $\alpha$ fixed at 0.25. Same data as in Figure 1. Full horizontal lines: clusters of contiguous samples, with blanks representing significant breaks in the series. Stars: singletons. From Legendre et al. (1985), Figure 3.

Chronological clustering, which was developed with reference to the problem of species succession in ecosystems, could be applied to other problems where one hypothesizes sharp breaks within the data series. Besides the examples in Legendre et al. (1985), the method has been applied to a variety of other problems, that include the successional dynamics of bacteria through time in sewage treatment lagoons (Legendre et al. 1984), the study of fish communities in a coral reef transect (Galzin and Legendre 1987) and of stratigraphic sequence of fossil fish (Bell and Legendre 1987).

**TWO-DIMENSIONAL AND HIGHER SPATIAL RELATIONSHIPS**

Often, the spatially distributed data of interest to the ecologist are not sampled from a transect, but are spread across a surface or, in some instances, a volume. If the spatial relationships among samples are to be taken into account during the clustering process, it is important to define clearly what is meant by "contiguous samples".

If the data represent sub-units of the area under study, with these smaller surfaces touching one another, then a simple and natural way is to define as contiguous two surfaces that share a common border.
On the contrary, if the data can be seen as attached to points in space that are distant from one another, then there are various ways of defining the connection network among these points.

(a) The easiest way is to use the minimum spanning tree among points in geographic space. This method is also the least efficient in that it uses only a small fraction of the geographic information.

(b) Among the various types of connection networks, one that is often used is the Gabriel graph (Gabriel and Sokal 1969). In this graph, two points A and B are connected if no other point is found inside the circle whose diameter is the line joining A and B; in other words, connect A and B when \( D_{AB}^2 < D_{AC}^2 + D_{BC}^2 \) for every triplet of points A, B, C under study.

(c) Another commonly used type of connection network is the Delaunay triangulation. This is a way of dividing the whole plane into triangles without crossing edges. The algorithm proposed by Green and Sibson (1978) also allows the user to remove those long edges that form along the perimeter of the surface as "border effects". A Gabriel graph is a subset of a Delaunay triangulation (Manula and Sokal 1980).

(d) When the points form a regular grid (or when the surface is divided into squares or rectangles), it is a simple matter to connect them in 4 directions if they form a square lattice, or in 8 directions by adding diagonal edges. They could also be connected in 6 directions if they are positioned in staggered rows.

These connecting schemes can be extended to three dimensions if the points come from a volume of space, or if the volume is divided into regular or irregular blocks.

Using one or another of these connecting schemes, authors have constrained many of the usual clustering algorithms: linkage clustering, UPGMA, minimum-variance method, hierarchical binary division, and so on. Others used the geographic information a posteriori, selecting among the set of possible partitions those that are consistent with the spatial constraints. Wartenberg (manuscript) has reviewed these developments, that go back to Ray and Berry (1966).

Tests of various kinds have been developed, either as a part of constrained clustering algorithms, or to assess the interest of the results.

(a) Howe (1979) used a test of the difference between the means of adjacent groups, during pairwise agglomeration. In the same line of thought, Gabriel and Sokal (1969) developed a significance test of the homogeneity of a whole partition based on the sum of squares criterion. Given what we know now about the influence of spatial autocorrelation on statistical tests, and
especially on analysis of variance (e.g., Cliff and Ord 1981, ch. 7), these tests should be used with caution.

(b) Ray and Berry (1966) evaluated the various agglomeration levels by plotting the changes of the within-group and the among-group variances as a function of the number of groups. Changes in the slope of these curves indicate the best partition.

(c) Okabe (1981) developed an index for the difference between the constrained and the unconstrained solution, that he tested for significance by randomization. His index is based on the number of point displacements that are necessary to transform one solution into the other, but the Jaccard or the Rand index (described below), or information measures such as Raiski’s metric (1961), could be used for the same purpose.

Fig. 3. One of the maps from the constrained clustering study of Legendre and Legendre (1984). This map represents clustering level $S = 0.70$ of the proportional-link linkage agglomeration, with connectedness of 50%. Each group of quadrats formed at this level is represented by a different letter or number. Longitude (W) and latitude (N) are shown outside the frame.

I will illustrate constrained clustering on a surface using results from our program (BIOGEO), which is a constrained proportional-linkage agglomerative algorithm that can handle large data sets; this property comes from the fact that, in a constrained situation, the search for the next pair to join is limited to adjacent groups only, as previously noted by Openshaw (1974) and by Lebart (1978). The program can use either (a) points in a regular grid, or (b) a list of connections obtained for instance from a Delaunay triangulation. It presents the advantage of producing directly a series of maps, each corresponding to a clustering level, instead of the usual dendrogram. These maps are drawn either for the regular grid, or using the X and Y coordinates of the points. Figure 3 shows one such map, from a biogeographic study of freshwater fishes in the Québec peninsula (Legendre and Legendre 1984), based upon the presence/absence of 109 species in 289 units of territory. Figure 8 shows a pair of such maps for points positioned by their X and Y coordinates.
When constrained clustering has been completed, distant groups could be tested \textit{a posteriori} to determine if recurrent group structures exist through space. See Cliff and Ord (1981) for tests of the difference among means in the presence of spatial autocorrelation.

**IS CONSTRAINED CLUSTERING NECESSARY?**

The question has been raised, whether constrained clustering represents a methodological advance. Could the same results be obtained without the constraint? A constraint is after all difficult to imbed into computer programs. I would like to argue that if one assumes the existence of an ecological process generating autocorrelation along the sampling axes (space or time), then one is more likely to miss uncovering the corresponding ecological structure if the clustering is carried out without constraint. This property of clustering algorithms will be demonstrated for agglomerative methods; divisive or nonhierarchical methods would likely lead to the same result.

For the sake of clarity, let us limit this discussion to spatially autocorrelated phenomena, although the results apply as well to autocorrelation along the time axis. In community ecology, one can often hypothesize generating processes related either to the abiotic environment, or to some form of contagious biological growth. If, for the scale of sampling under consideration, the generating process has produced a gradient, the existence of such a gradient can be demonstrated by spatial autocorrelation analysis (univariate autocorrelation analysis: Cliff and Ord 1981; multivariate Mantel correlogram: Sokal \textit{et al.} 1987), while the gradient itself can be described adequately by ordination analysis (scaling). On the other hand, if the generating process has produced locally homogeneous community structures within some larger area subjected to sampling, then the description of these structures becomes a clustering problem. Since one is then interested in forming connected clusters of objects, there is no question as to the appropriateness of constrained clustering, since this is exactly what this family of methods does: it produces clusters of spatially connected points. On the contrary, clustering without constraint would open the door to clusters possibly formed by grouping objects whose apparent similarity is the result of different mechanisms that converged to produce somewhat similar effects on the community structure; these clusters would present a blurred picture, as noted by Monestiez (1978). Wartenberg (manuscript) gives a similar example from the health sciences, where lung ailments may be due to a variety of causes: occupational (i.e., from coal mining), ambient (such as near industrial areas), or personal habits (tobacco consumption), all of which can lead to light or severe lung conditions; unconstrained clustering would group the samples by severity of cases while spatially constrained clustering is more likely to delineate areas with similar types of causes.
The same rule applies to community ecology, where it is better to form the regional clusters first, and to find the relationship among clusters in a second step.

To demonstrate that constrained clustering is not only appropriate, but also necessary, we will rely on Monte Carlo simulations. Analyzing known conditions will show that one is less likely to get a meaningful answer after unconstrained clustering than if a constraint has been used, in cases where a generating process has produced patchiness.

Five groups of equal size (30 objects each) have been generated by an autocorrelated process with random components. To make them easier to picture, the groups are made to form for the moment a one-dimensional array of 150 objects. Within each group, one of the objects is selected at random to become the nucleus of the generating process giving rise to the group. A value is given to each of these nuclei; this value is drawn from a normal random distribution with mean 0 and variance VAR. The rest of each group is made to grow out of its nucleus by a contagious process, that consists of giving to a point located at distance \( n \) from the nucleus, the value of the point located at distance \( (n-1) \), plus a \( N(0,1) \) random normal deviate. Such autocorrelated Monte Carlo series have been generated with group nuclei variances \( \text{VAR} = 1, 5, 10, 15, 20, 25 \) and 30, as well as for the intermediate integer values of \( \text{VAR} \) between 1 and 10; the amount of variance added at random to the contagious within-group growth process is kept constant. The data sets, 150 objects long, are univariate; this should not affect the generality of the conclusions. Spatial autocorrelation analysis was performed on these series to verify that the data are indeed autocorrelated; significant positive autocorrelation extended to about distance 20 in each of these data series. Five of them are shown in Figure 4; the seed of the random number generator was the same for all runs.

After computing a \((150 \times 150)\) Euclidean distance matrix among objects, agglomerative clustering is performed using constrained as well as unconstrained clustering. Both of the algorithms used are based upon proportional-link linkage clustering, and a connectedness value of 50% was used throughout for the sake of uniformity.

Since the "truth" is known from the generating process (five equal groups of 30 objects each), it can be used to assess the efficiency of each clustering model. To achieve this, a \((150 \times 150)\) half-matrix is first computed for any given partition level of the hierarchical classification, containing a "1" to describe two objects that are members of the same group at the said level, and "0" otherwise. Another such half-matrix is built for the reference classification of the objects into five groups. Milligan (1983) recommends using both the Jaccard and the Rand index to compare the two partitions:
Fig. 4. Five autocorrelated Monte Carlo series, generated with different values (VAR) of group nuclei variance. Ordinate: the value attributed to each sample along the series. The seed of the random number generator was the same for these five runs. Group breaks are materialized by dashes.
Jaccard = \( \frac{a}{(a + b + c)} \)

Rand = \( \frac{(a + d)}{(a + b + c + d)} \)

where \( a, b, c, \) and \( d \) are the frequencies of the \((2 \times 2)\) contingency table comparing the two half-matrices. Since we are dealing with hierarchical clustering, there are many levels of partition; the partition was selected that maximizes the relationship between the computed classification and the "truth", for each of the indices (Jaccard and Rand).

The results obtained with the Jaccard index are clear (Fig. 5). For any amount of variance among group nuclei, constrained clustering recovers more of the original classification's information than does unconstrained clustering.

The results obtained with the Rand index are the same, although the Rand criterion, at low VAR values (VAR ≤ 5) and only in the unconstrained case, regularly picked out as optimal partition levels where very few points had been clustered, all the others being treated as singletons (one-member clusters). The Rand index could pick out these partition levels because the quantity to be maximized involves \( d \), the number of pairs pertaining to unlike groups in both classifications.

These simulations lead to the conclusion that one should always use constrained clustering, when working under the assumption that the phenomenon under study is spatially (or temporally) autocorrelated.

VERIFYING THE ASSUMPTION OF PATCHINESS

What if one uses constrained clustering while there is no spatial structure, despite the assumptions to that effect? Of course, one could have ascertained first that there is a patchy spatial structure, by spatial autocorrelation analysis (Sokal and Thomson 1987). Spatial correlograms, however, can only recognize patchiness when it is somewhat regular; they may fail to give a significant answer if the patches are greatly variable in size. So, constrained clustering may be needed even if spatial autocorrelation analysis has not demonstrated the existence of regular patches. Can we use the results of the clustering itself to tell us whether the patches obtained with constraint are real entities?
Fig. 5. Fraction of the group structure information recovered using constrained (open circles) and unconstrained (closed circles) clustering, according to (A) the Jaccard index, and (B) the Rand index, for groups generated with various amounts of variance among group nuclei (abscissa).
This can indeed be done. Let us compare what should happen during constrained clustering, in the absence or in the presence of patchiness. Let us consider first an example where the values to be clustered are the result of a strictly random process. In that case, the probability that two neighbors (groups, or single objects) will be the next most similar pair is equal among pairs of neighbors, and its value is \((1/\text{number of possible pairs})\) in ideal cases. It varies with group size in the case of space-contracting (like single linkage) or space-dilating (like complete
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**Fig. 6.** Spatially autocorrelated data, from Figure 4 (VAR = 10), produce a longer zone of decrease (top) than 150 random points (bottom panel). The ordinate of each graph represents the number of groups, other than single-object clusters, that are present at the corresponding level (abscissa).
linkage) clustering methods (Lance and Williams 1967); this point deserves further investigation. In any case, one expects the random agglomeration mechanism to produce at first a large number of small patches, that grow according to some random model, while near the end of the clustering process, we can expect the quick formation of very large patches (within a few clustering steps), before the final formation of a single group. If there is a spatially autocorrelated structure, the beginning of the agglomeration should follow essentially the same pattern, since the points that cluster correspond at first to random within-group variations; near the end of the agglomerative process, the differences among groups should translate into extra steps in the larger agglomerative classes, contrary to the no-structure case.

Actual experiments show that this is indeed what happens (Fig. 6 and 7). When the data series is one-dimensional (circles in Fig. 7), the difference in length of the zone of decline is very large at all values of connectedness, from 1% to 100%, used in the proportional-link linkage agglomeration. When the series are made to form a two-dimensional grid of 5 lines and 30
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**Fig. 7.** Length of the zone of decrease, as a function of the connectedness (Co) used during linkage agglomeration, for autocorrelated series (150 points) and for random numbers (150 points). The zone of decrease is measured (A) as a proportion of the total number of steps, or (B) as a fraction of the range of distances where the number of groups decreases, over the total range of distances where agglomeration took place.
columns (chosen to agree with the autocorrelated group structure that we created), the difference is not as large, but it is still significant (sign test). In the lower panel of Figure 7, the ordinate value 0.85 seems to form a line separating the two processes; further statistical investigation of this property is obviously needed, either by Monte Carlo methods, or by studying the theoretical distribution of these statistics for constrained group formation.

**ECOLOGICAL CLUSTERING WITH CONSTRAINT OTHER THAN SPACE OR TIME**

One step further up the scale of abstraction consists of using constrained clustering to test the hypothesis that a variable or a set of multivariate data forms clusters that are autocorrelated in some other space than geography or time.

An example is given by a set of 99 forest sampling stations studied by P. Drapeau (CREM, Université de Montréal) in the "Municipalité Régionale de Comté du Haut Saint-Laurent", a few kilometers north of the Canada - U.S.A. border in western Québec. A relationship is sought between vegetation composition and edaphic conditions. The hypothesis to be tested is that vegetation is similar under related edaphic conditions. (1) Since the edaphic variables are of mixed types (geomorphology: qualitative; stoniness, soil texture, drainage, topography: semi-quantitative; slope: quantitative; orientation: quantitative circular), a similarity matrix among samples was first computed using the Estabrook and Rogers (1966) coefficient, that can combine data of these various types in a single measure of resemblance. (2) Principal coordinates were computed from this matrix and the first two principal coordinates were taken as an approximation of the edaphic space. (3) From the coordinates of the samples in that space, sample points were interconnected using a Delaunay triangulation (see above). The list of edges from this triangulation, derived only from edaphic data, provided the constraints fed into the space-constrained clustering program. (4) A Steinhau (Motyka 1947; or Bray and Curtis 1957) similarity matrix was computed from another set of data consisting of the abundance of 28 species of trees in each quadrat; edaphic data were not used in these computations. (5) Proportional-link linkage clustering was performed with 50% connectedness from the vegetation similarity matrix, using as constraints the list of edges obtained above from the edaphic space. As a consequence, only sampling stations that are related in edaphic space were allowed to cluster, if the vegetation data allowed. Two of the clustering steps are represented in Figure 8, mapped onto the first two coordinates of the edaphic space. Botanists could then go back to the raw data and determine what group of species corresponds to each cluster in edaphic space.
Fig. 8. Two of the steps during constrained agglomerative clustering of the forest vegetation data. Each step is represented by a map whose abscissa is principal coordinate I and ordinate is principal coordinate II of the edaphic space. The clustering similarity level is shown on each map. Each group of sampling stations is represented by a different letter (without order).
One should wonder first if the relationship is real between community structure and the edaphic space that we have constructed by principal coordinate analysis; studying the length of the zone of decrease of the number of clusters shows that the decrease occupies 0.390 of the total number of steps, and 0.442 along the distance scale; these figures fall in the "random numbers" zone of Figure 7, for a connectedness of 50%. So, instead of pursuing the interpretation of these results, one should conclude that the tree community structure data do not lead to significant clusters in the edaphic space, given the way it was created with the data and by the method described above.

CONCLUSION

Our experience with clustering methods that impose a constraint of contiguity through space or time is that the results obtained through a wide range of clustering methods -- linkage clustering, from single to complete linkage -- are much more similar to one another than without the constraint. This is because constraining the clustering process also constrains the set of solutions, eliminating a number of solutions that are compatible with the resemblance matrix, but that do not make much sense in view of the spatial or temporal relationships existing among the samples under study.

From the descriptive point of view, constrained clustering is one of the few ways available for synthetically representing multivariate data onto a map. With many ecological problems, this type of mapping is far more interesting than separate maps of the variables forming the multivariate data set. On the other hand, theories about the importance of dispersal routes for individual species or for whole biotic communities could be tested by comparing the unconstrained to the space-constrained classification of sites; many other hypotheses of contagiousness of ecological processes through space or time could be tested in the same way.

A number of constrained clustering programs have been written and are available to other users. This is the case at least with the present author's programs used in the examples presented above, as well as the program of Lebart (1978, for two-dimensional constraint), whose paper includes the program listing. De Soete et al. (1987) present algorithms for deriving constrained classifications in a more general context than that of the present paper, and they review the psychometric literature on the subject.

Geographic information can also be used with unconstrained clustering programs. If A is the ecological distance matrix among objects, build a matrix B ("penalty matrix") containing spatial information (either geographic distances, or 0 = connected and 1 = unconnected objects).
Compute \( C = A + wB \), where \( w \) is a scalar weight. Cluster \( C \) for different values of \( w \) and pick the result with the smallest \( w \) where all clusters are internally contiguous. This method can also be used to obtain constrained ordinations.

In the future, constrained clustering programs, if they are agglomerative, should be made to include some measure of the information content of the various clustering levels, and also perhaps a measure of "patchiness" such as the one developed in one of the previous sections. Since clustering with constraint includes, in the data analysis process, some \textit{a priori} knowledge that is pertinent to many of the theories the ecologists are dealing with, it may be viewed by these same ecologists as an interesting method both for descriptive purposes and for hypothesis testing.
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